Bayesian Tolerance Intervals for Zero-Inflated Data with Applications in Pharmaceutical Quality Control

By

Harry Yang

Binbing Yu

By

Pin Ren

Jul 5, 2017 7:00 am EDT

Declaration of Interest Statement: The authors report no conflicts of interest. The authors alone are responsible for the content and writing of the paper. The views of the authors are solely their own and do not necessarily reflect the views of MedImmune/AstraZeneca. ? Correspondence: Binbing Yu, Email: yub@medimmune.com.

Abstract

Quality control is an essential operation of the pharmaceutical industry. Tolerance intervals are commonly used in quality control to assure that a large proportion of critical quality attributes meet certain specification criteria with high confidence. Discrete measurements, such as microbial cell count, number of defective devices or discretized continuous responses due to limit of quantitation or rounding, are abundant in pharmaceutical manufacturing and quality control. Tolerance intervals for discrete variables are widely used in industrial applications to set alert and action limits for critical quality attributes for the purpose of control and surveillance. A substantial amount of discrete data consist of excess number of zeros and often displays over-dispersion in variance. By far, there is no statistical method available.
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1. Introduction

Quality control (QC) plays a critical role in pharmaceutical production, for both in-process and finished product testing [13]. The QC laboratories not only monitor and control the quality of incoming active pharmaceutical ingredients (APIs), and other supplies used in the manufacturing process; they are also instrumental in the batch release process. Regulatory authorities such as the FDA and EMA tightly control the manufacture of pharmaceutical and biopharmaceutical drugs [8].

Discrete quality attributes [1] are abundant in pharmaceutical manufacturing and quality control. Some discrete attributes are intrinsic count data. For example, microbial counts in raw materials, products, and water for pharmaceutical use (WPU), environmental monitoring (EM) microbial levels in production areas, number of complaints or number of nonconforming items during the product quality monitoring. Other discrete attributes arise from the discretization of latent continuous variable due to rounding and limit of quantitation of assay results. For example, the antibody titer value in the enzyme-linked immunosorbent assay (ELISA), which is the reciprocal of the highest dilution where the readout occurs, is usually recorded as the fold of dilution 8, 16, 32, 64 etc. One common phenomenon of certain discrete quality attributes is the excess number of zeros. This type of quality attributes is usually called a zero-inflated variable. Alert and action limits in pharmaceutical manufacturing are a mandatory requirement for cGMP. These limits are used by the manufacturer to maintain effective control over the process. It is not necessary to take any action when assay results reach the alert limit, but the alert limit is an alarm that something might go wrong and certain preventive action is needed. The action limit is a trigger that mandatory action is needed to restore the process that might be out of control.
One common practice in the pharmaceutical industry involves using standard deviations to set the alert and action levels [2]. Tolerance intervals (TIs) are increasingly used in the development of quality control systems in the manufacturing and pharmaceutical industry [3, 17, 19, 22]. TI is an interval range to assure a certain proportion of the quality attribute covered within a pre-specified confidence [10]. The construction of TIs for continuous and discrete quality attributes have been discussed extensively [10, 23]. For example, Hahn and Chandra [7] investigated a general problem on controlling the number of unscheduled shut-downs of a complex system. Young [25] developed an R package tolerance for calculating TIs for a wide range of distributions and commonly used regression models. However, the TIs for discrete data with excess number of zeros have not been well investigated. As zero-inflated discrete quality attributes are common in pharmaceutical manufacturing and quality control, it is useful to develop the TIs for discrete variables with zero-inflation. Although the non-parametric TIs can be used to set the alert and action limits, the reliability of the non-parametric approach depends on the amount of data [24]. In the presence of outlying data points caused by out-of-control conditions, the non-parametric method may produce extreme control limits with very wide ranges. Therefore, we propose using the Bayesian method to derive the tolerance interval of zero-inflated discrete data based on parametric zero-inflated distributions.

The rest of the paper is organized as follows. In Section 2, we present some zero-inflated discrete distributions used in pharmaceutical quality control, describe the Bayesian method for constructing TI, and later discuss some computational issues. A limited simulation study is presented in Section 3. The proposed method is applied to two applications from environmental monitoring and cleaning validation in Section 4. The paper ends with discussions and future directions in Section 5.

2. STATISTICAL METHOD

2.1 Zero-inflated discrete distributions

Count data is in abundance in clinical trials, pharmaceutical development, and manufacturing. In preclinical or clinical trials, counts like number of asthma exacerbations per week, or number of migraine headaches per day are collected for measuring the severity of symptoms. These types of data are intrinsic integers ranging from 0 to infinity. Another type of discrete data come from discretization of continuous responses. The reportable values from many analytical methods are integers multiplied by the smallest usable unit [15]. For example, relative potency is often rounded to the nearest integer and maximum daily drug doses may be rounded according to certain rules [9]. In addition, analytical methods may be subject to limits of quantitation (LOQ), which is the smallest concentration or signals that can be reliably measured. The assay result under the LOQ is often reported as <LOQ or simply coded as zero. This type of zero is actually an interval-censored observation with range [0, LOQ).

Let X denote the discrete random variable. Poisson and negative binomial distributions are two popular choices for modeling discrete data. The probability function for a Poisson distribution with a mean $\lambda$ is given by

$$\text{Poisson}(x|\lambda) = \frac{\lambda^x e^{-\lambda}}{x!}. \quad (1)$$

The probability function of a negative binomial distribution is

$$P_{NB}(x|\pi, \tau) = \frac{\Gamma(x + \tau)}{\tau^{x} \Gamma(\tau)} \left(1 - \pi\right)^{x}. \quad (2)$$

The mean and the variance of the negative binomial distribution are $\tau(1 - \pi)/\pi$ and $\tau(1 - \pi)/\pi^2$. A typical scenario of using the negative binomial distribution is during the inspection of medical devices with defect probability $\pi$, the number of total devices, which is equal to $x + \tau$, to be inspected in order to detect $\tau$ defected devices follows the negative binomial distribution.
If there is excess number of zeros in the responses, zero-inflated Poisson (ZIP) or zero-inflated negative binomial (ZINB) distributions are often used [11, 18]. The ZIP and ZINB distributions have the following probability function:

\[
P_r(X = x | p, \theta) = \begin{cases} 
p + (1 - p)f(0|\theta) & \text{if } x = 0 \\
(1 - p)f(x|\theta) & \text{if } x > 0 
\end{cases}
\]

where \( p \) is the probability of excess number of zeros, \( f(y|\theta) \) is the regular density function with parameter \( \theta \) for discrete variables, e.g., the Poisson or negative binomial distributions.

2.2 Bayesian Tolerance Interval

In this section, we briefly review the definition of TI and describe the Bayesian approach for obtaining the TI for discrete response variables with zero inflation. Let \( F \) denote the cumulative distribution for the random variable \( X \) with parameter \( \theta \). A \( \alpha \)-content, \( 1 - \alpha \) confidence TI is defined as the interval \((L_X, U_X)\) such that

\[
P_r\{F(U_X) - F(L_X) \geq \alpha\} = 1 - \alpha. \tag{3}
\]

By definition, with a specified degree of confidence, \( 1 - \alpha \), that a specified proportion \( \alpha \) or more of the quality attributes lie between \( L_X \) and \( U_X \).

For a continuous distribution, there may exist a TI \((L_X, U_X)\) that satisfies (3) for all parameters \( \theta \). But for a discrete distribution, the definition of TI can be modified as

\[
P_r\{F(U_X) - F(L_X) \geq \alpha\} \leq 1 - \alpha. \tag{4}
\]

and there exists \( \alpha \) such that the equality holds. As the higher counts typically indicates a higher risk of failure in pharmaceutical quality control, we focus on the one-sided upper tolerance limit \( U_X \), where

\[
P_r\{F(U_X) \geq \alpha\} \leq 1 - \alpha. \tag{5}
\]

Given the observed values \( x = (x_1, ..., x_n) \) of random variable \( X \), the \((\alpha, 1 - \alpha)\) upper tolerance limit can be obtained using the following two-steps:

1. Construct a one-sided \((1 - \alpha)\) upper confidence interval \((0, u)\) for \( \theta \), where \( u \) is a function of \( x \).
2. Find a minimum value \( U_x \) such that \( P_r(U_X \geq U_x) \geq \alpha \).

Although this provides a simple recipe for obtaining upper tolerance limit for common distributions like Poisson, binomial, the derivation of tolerance limits for zero-inflated discrete data is not straightforward. Krishnamoorthy and Mathew [10] provided a simple solution for obtaining the Bayesian tolerance intervals. The Bayesian one-sided upper tolerance intervals can be constructed as follows. Let \( q? (\alpha) \) denote the \( \alpha \) quantile of \( X \). Under the Bayesian framework, the \((1 - \alpha, \alpha)\) upper confidence limit for \( q? (\alpha) \) can be obtained based on the posterior distribution \( q? (\alpha) \) given the observed data \( x \). The upper \((\alpha, \alpha)\)
tolerance limit \( UX \) satisfies that

\[
P[r \{ q_1, \ldots, q_S \} \leq UX] = 1 - \alpha, \tag{6}
\]

where the probability is computed with respect to the posterior distribution \( f_1(q_i|x) \). When there is no closed analytic form for the posterior distribution \( f_1(q_i|x) \), Bayesian simulation method can be used. Let \( ?_1, \ldots, ?_S \) denote the simulated samples of parameter \( ? \) from the posterior distribution \( f_1(\theta|x) \). The corresponding \( ? \)-quantile of \( X \) can be computed as \( q_1(\theta_1), q_2(\theta_2), \ldots, q_S(\theta_S) \). The upper tolerance limits can be obtained as \( 100(1 - \alpha) \)th percentile of the \( q_i(\theta_i) \), \( i = 1, \ldots, S \).

### 2.3 Computational issue

Under the Bayesian formulation, the posterior distribution \( f_1(\theta|x) \) is proportional to the product of likelihood function \( L(x|\theta) \) and the prior distribution \( f_0(\theta) \):

\[
f_1(\theta|x) \propto L(x|\theta)f_0(\theta). \tag{7}
\]

The posterior distribution can be obtained using the Bayesian Markov chain Monte Carlo (MCMC) method [4], which has been implemented in public available software OpenBUGS (openbugs.net) [12].

To simulate the random variable from the ZIP distribution, one can use the mixed Bernoulli-Poisson representation [5], where

\[
X | D \sim \text{Poisson}(\theta(1 - D)) \text{ with } D \sim \text{Bernoulli}(p). \tag{8}
\]

By a reparametrization \( \theta = \theta/(1 - D) \), the zero-inflated negative binomial model can be derived by a mixed representation as well

\[
X | D \sim \text{PoissonBinomial}(\theta, \theta/(1 - D)) \text{ with } D \sim \text{Bernoulli}(p). \tag{9}
\]

With the mixed representation, the sampling of the ZIP and ZINB random variable can be easily implemented in OpenBUGS. The interval-censoring of continuous random variable can be implemented using the \( I(a, b) \) function in WinBUGS or \( C(a, b) \) in OpenBUGS. For example, a negative binomial random variable under the LOQ can be generated as \( x \sim \text{negbin}(\theta, \theta/(0, \text{LOQ}) \).

To complete specification of a Bayesian model it is necessary to choose prior distributions.

For the probability \( p \) of excess number of zeros, we specify normal prior for the logit of \( p \), i.e., \( \text{logit}(p) \sim N(0, 1000) \). For the ZIP distribution, the prior for the mean parameter is \( \theta \sim \text{Gamma}(0.01, 0.01) \). For the ZINB distribution, we specify the priors \( \theta \sim \text{Gamma}(0.01, 0.01) \) and \( \beta \sim \text{Gamma}(0.01, 0.01) \), where \( \text{Gamma}(a, b) \) is the Gamma distribution with shape parameter \( a \) and scale parameter \( b \). The mean and variance of the Gamma\((a, b)\) distribution is \( ab \) and \( ab^2 \). The sample OpenBUGS code for fitting the ZINB distribution is shown in the Appendix.

### 3. SIMULATION
In this section, we conduct a simulation study to evaluate the performance of the proposed Bayesian tolerance limits. The underlying distribution is ZINB with parameters $\theta = (p, \phi, \lambda)$. The parameters are chosen to mimic the distributions in the two case studies. The zero-inflation probability $p = 0.1$ or $0.2$. The parameter $\phi = 1.5$ or $3$ and the parameter $\lambda = 0.1$, so the probability of observing an event is low ($\leq 6.25\%$). For each parameter combination,

Table 1: Coverage rate of the $(\theta, 1 - \phi)$ tolerance limits of containing the $\theta$ quantile $q^\theta$

<table>
<thead>
<tr>
<th>Content $\theta = 0.95$</th>
<th>Content $\theta = 0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td>$\phi$</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>0.1</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Two data sets are generated, one has sample size $n = 250$ and the other has $n = 500$. The $\theta$ content and $(1 - \phi)$ upper tolerance limits are obtained for each data set.

The simulation is replicated 1000 times to calculate the rate that the upper $(\theta, 1 - \phi)$ tolerance limits cover the $\theta$ quantile. Table 1 shows the actual coverage rates of $(\theta, 1 - \phi)$ upper tolerance limits with respect to different values of $p$, $\phi$, $n$. The actual coverage rates are very close to, but slightly above, the nominal levels for the values considered in the simulation. This indicates that the Bayesian TIs for the ZINB distribution tend to be slightly conservative.

4. Applications

4.1 Environmental Monitoring

The primary purpose of an environmental monitoring program is to provide oversight for microbiological cleanliness of manufacturing operation and document the state of control of the facility. A key to the success of the program is the establishment of alert and action limits. In practice, several statistical methods including normal, Poisson, and negative binomial modeling which have been routinely used to set these limits. However, data collected from clean
rooms or controlled locations often display an excess of zeros and overdispersion, caused by sampling population heterogeneity. Therefore, it is not appropriate to use the traditional methods to set alert and action levels. The ZINB method showed a clear improvement in terms of model fitting and parameter estimation. Therefore, Yang et al. [24] proposed to use the 95% and 99% percentile from a ZINB distribution model to set the alert and action limits for microbial counts of samples taken in a monitoring cycle. A more meaningful approach is to use the upper tolerance limits by controlling both the proportion of microbial counts and the confidence level.

We then analyzed the microbial cell counts from a typical environment study. The proportion of zero cell count is above 0.6, indicating a zero-inflated distribution. A ZINB distribution was fitted to the observed cell count data. Figure 1 shows the histogram of the observed microbial cell counts (red bars) and the estimated probability density from the ZINB distribution (blue bars). We can see that the estimated probabilities are very close to the observed cell count frequency, indicating a good fit. The (95%, 95%) and (95%, 99%) upper tolerance limits for cell counts are 8 and 9, respectively.

4.2 Cleaning Validation

Cleaning, sanitization and maintenance (Code of Federal Regulations Title 21 Part 211.67) are among the 10 most cited observations for drug inspection [6]. A series of articles have been published to discuss the methodology and practices in pharmaceutical cleaning validation [2, 20, 21]. Mott et al. [14] proposed several approaches for setting control limits of process residue in cleaning validation on the premises that Active Pharmaceutical Ingredient (API) inactivation by the cleaning process has been demonstrated. Performance Control Limits may be used if the cleaning validation studies have been completed and routine cleaning consistently demonstrates the equipment cleaning process removes process residue below the acceptance limits, especially if the residual is considerably lower than the acceptance limit [14]. The Performance Control Limit, sometimes referred to as an alert limit, enables detection of a change in the performance of the cleaning process and allows for a proactive investigation into a potential cleaning process issue. The alert limit is calculated from the total organic carbon (TOC) data collected from routine cleaning studies.

The current statistical methods for deriving performance control limits are based on the assumption of normality and independence of the TOC results. However, data generated from effective cleaning processes are usually not normally distributed, as shown in the example of cleaning verification data in Mott et al. [14]. Mott et al. suggest some transformations like Box-Cox transformation to normalize data. The Box-Cox transformation can only be applied to non-zero values. In fact, a substantial number of TOC results are set to be zero because of the limit of quantitation. Therefore, a non-normal distribution with zero-inflation is more appropriate.

We analyze the TOC data from a cleaning validation study for a bioreactor. The TOC data are obtained by swabbing multiple locations from a bioreactor tank. The LOQ is 6 µg per swab. Majority (93.7%) of the TOC results are below the
LOQ. The ZINB model is used to fit the observed TOC data and the results below LOQ are treated as interval censored [0, 6). Figure 2 compares the normal Q-Q plot and the ZINB Q-Q plot for the observed TOC data. The observed data are significantly deviated from normal, while the ZINB distribution provides a much better fit. The estimated proportion of below LOQ is 92.8%, which is very close the observed proportion of below LOQ. The (95%, 95%) and (95%, 99%) upper tolerance limits for the TOC value are 11µg and 13µg per swab, respectively. Therefore, we set 11 and 13 as the alert and action limits for bioreactor TOC cleaning validation.

5. Discussion

In this article, we propose a Bayesian approach for obtaining the TIs for discrete responses with zero-inflation. The upper tolerance limits can be used to set the alert and action limits for pharmaceutical quality control. The proposed method is easy to implemented and tends to be slightly conservative. The Bayesian tolerance limits may be used by QC scientists for more vigilant monitoring of manufacturing processes. In the analysis of trend, the count data usually exhibits serial independence [16]. The Bayesian tolerance limits can be constructed for correlated zero-inflated count data by considering the autocorrelation structure.

APPENDIX A. SAMPLE OPENBUGS CODE FOR FITTING ZINB DISTRIBUTION

```openbugs
model{
  # probability of zero-inflation
  logit(p) <- logit.p

  # X(1:N0) are below LOQ
  for(i in 1:N0) { X[i] ~ dnegbin(P.NB[i], tau)(0, LOQ) }
}
```

Figure 2: Normal and ZINB Q-Q plots for the observed TOC data.
# X((N0+1):N) are positive TOC result for (i in (N0+1):N) {
X[j]~dnegbin(P.NB[j],tau)
}

# Bernoulli random variables d[i] are used to create zero-inflation for (i in 1:N) {
P.NB[i]<-tau/(tau+lambda*(1-d[i]))
d[i]~dbern(p)
}

# priors for the parameters logit.p~dnorm(0,0.01) tau~dgamma(0.1,0.1) lambda~dgamma(0.1,0.1)
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